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Abstract— Recently, there has been a lot of interest in wireless 
sensor network (WSN) research due to its many applications in various 
sectors, including robotics, medical, environmental studies, warfare, 
security, and so on. In many circumstances, WSNs provide practical, 
scalable, adaptable, and affordable solutions. Sensor nodes are small, 
with low transmitter power, limited memory and processing capacity, 
and a non-rechargeable battery supply. Energy resources are essential 
since the node becomes unusable if the battery runs out. The goal of 
several medium access control (MAC) protocols is to extend a node's 
lifespan by reducing wasteful energy usage. In certain crucial 
applications, such as tracking enemy movements on a battlefield, 
adversaries set up adversary nodes to interfere with WSN 
functionality. To identify exhaustion and collision attacks, a soft 
decision mechanism has been put in place. Additionally, a preventive 
mechanism has been included to assist nodes in avoiding these 
intrusive attacks. Results demonstrate that if throughput and delay are 
improved, node lifetimes increase and so does network performance. 

Keywords—MAC protocols; S-MAC; wireless sensor networks; 
intrusion detection 

 

I. INTRODUCTION 

Medium access controls (MAC) perform the key action of 
developing coordination among nodes and managing the means 
for their effective communications with the help of an allocated 
medium. There are various procedures formulations in different 
situations. Such designed procedures also differ for varying 
applications and constraints [1]. MAC is one of the major 
concerns when designing wireless sensor networks. Realizing 
the concern over limited energy resources encountered in the 
domain of wireless sensor networks, MAC protocols are exclu- 
sively designed in a way to render them energy efficient. One 
primary cause of excessive energy consumption or wastage is 
the transfer of data by the two nodes sharing the same medium 
at the same time [2]. This data transfer leads to the collision of 
the data packets. In order to accommodate this problem in 

sensor networks, the MAC procedures are expected to aid the 
nodes in accessing the medium to avoid the packets’ collisions 
[3]. MAC procedures or protocols are significant features for 
running any network embodying a shared medium and for 
attaining efficient performance of the network. In the context of 
wireless networks, MACs are studied extensively in [4]. 

Wireless protocols, such as time division multiple access 
(TDMA), code division multiple access (CDMA), and fre- 
quency division multiple access (FDMA), are conventional and 
are usually employed in conventional wireless networks. Since 
sensor nodes are powered by battery, these protocols cannot be 
directly applied to wireless sensor networks [5]. Due to this 
limitation, such protocols have minimal memory as well as 
computation power. It is also due to this limitation of wireless 
protocols that MAC protocols cannot be directly applied to 
wireless sensor nodes, and this is why they need obligatory 
alteration [6]. In order to design efficient MAC protocols for 
sensor networks, network scalability and the computation of 
energy efficiency are the primary and essential considerations. 
Features such as latency, bandwidth utility, and throughput are 
of secondary importance. In a nut-shell [7], priorities and 
considerations differ with distinct applications of sensor 
networks. 

The remainder of the paper is designed as follows: Section 

II will give a brief overview of all the terminologies that 
are used in this research article; Section III is dedicated 
to the description of some common network attacks on S- 
MAC, while Sections IV and V will explain the function and 
simulation results of our proposed detection mechanism. 

 

II. PROBLEM DESCRIPTION 

A. Sensor Medium Access Control (S-MAC) 

Sensor Medium Access Control is a MAC protocol for 
sensor networks that is energy efficient. The major applications 
of S-MAC include tolerance latency and long idle listening. S-
MAC’s communication occurs among nodes, which also act as 
each other peers, rather than as solo base stations [8]. In 
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addition to the maintenance of collision avoidance, it is equally 
important to adjust scalability to maintain or improve energy 
efficiency. S-MAC [9] achieves energy efficiency by reducing 
energy usage from every main source that is responsible for 
the excessive use of energy. In return, it permits partial 
performance degradation in both latency and per-hop fairness. 

 

B. Synchronization in S-MAC 

Synchronization mainly depends on all the three phases 
which includes: 

• Listening period 

• Wake-up period 

• Sleep period 

Following the standards of 802.11 IEEE, numerous effi- 
cient control methods such as sleeping, collision avoidance, 
synchronization, and listening are usually coupled with a 
contention-based MAC while implementing S-MAC. In prin- 
ciple, S-MAC employs a cyclic wake-up method wherein each 
node has its listening and sleeping period of the definite length 
according to its schedule [10]. In this method, every node 
switches to sleep mode for a defined period and then wakes up 
for subsequently fixed listening as shown in Fig. 1. 

Listening Node - Listening mode is further broken down 
into three phases: 

• SYNC phase 

• RTS phase 

• CTS phase 

 

 
Fig. 1.  Synchronization in S-MAC 

 

Below is the description of each synchronization phase of 
S-MAC: 

SYNC phase: In this type of phase, node A collects the 
transferred and corresponding packets from its adjacent B node 
and C node. It then generates a table of the listening periods of 
adjacent (A, B) nodes in a designed table. The A’s SYNC stage 
is additionally separated into intervals of time [11]. When the 
adjacent node B is struggling to send a SYNC packet, it is 
picked at any given time, arbitrarily placed, and then begins the 
sending process in case no other signal is found in previous 
vacancies. If any signal is found, node B returns to sleep mode, 
and it waits in this mode until node A wakes up. In other words, 
A keeps count of B’s timetable. It is possible for A to wake up 
for reasonable periods to send its SYNC data packet to B in the 
mode of broadcasting. This part is the synchronization. 

Request to send (RTS) phase: Following synchronization, 
nodes start receiving transferred signals or packets from the 
adjacent nodes. RTS/CTS handshake is employed to avoid a 
signal collision. 

Clear to send (CTS) phase: In this phase, CTS is trans- 
mitted upon receiving the RTS data packet from the adjacent 
nodes. Following this transmission is the beginning of the 
exchange of the packet, and this exchange continues for the 
optimum sleep time of A. 

On synchronizing the schedules of A and its adjacent nodes, 
all nodes wake up at the same moment, and one and only one 
packet of SYNC is to be transmitted by A in order to reach all 
of its adjacent nodes. With the immense help of the S-MAC 
procedure, all the adjacent nodes reach an agreement on the 
same limited time table which then becomes the basis of 
shaping virtual clusters. The transmission of data packets 
[12] is not at all hindered by clustering as it only performs the 
exchange of schedules. 

S-MAC protocols continue creating virtual clusters., Upon 
installing and switching, node A listens for a pre-defined and 
known synchronized time. If node A gets any SYNC packet 
from its adjacent nodes, say node B, it starts following its 
timetable and starts switching and transmitting packets the 
moment that node B enters into its listening period. Another 
scenario is that node A chooses a timetable for itself and starts 
transmission accordingly. In between the contention period of 
the transmission of the packet, if node A gets the timetable 
of any of its adjacent nodes, it strictly starts following it after 
dropping its schedule. If node A gets a signal that its adjacent 
nodes are following its schedule, then it prefers to stick to 
its schedule and, most likely, A will begin transmitting the data 
packets following both schedules. In this case, node A comes 
to know that neither of its adjacent nodes overlaps with its 
timetable, then it again starts following the timetable of its 
adjacent node and drops its own. However, node A always can 
get an invalid SYNC data packet and, in this case, it starts 
listening to its adjacent nodes to attain an entire synchronization 
period [13]. Due to this arrangement of virtual clusters, this 
instance is reasonably difficult. 

The big multi-hop network is categorized into ‘islands of 
timetable harmonization’. The nodes which are at the verge 
of a virtual cluster follow more than one timetable to forward 
their SYNC data packets. Hence, such nodes use more energy 
than the nodes with adjacent nodes of the identical timetable. 
Because of the cyclic wake-up method in S- MAC, the nodes 
spend most of their time in sleep mode which has a good 
reputation in terms of battery usage despite their latency. One 
of the major drawbacks of S- MAC is that it becomes quite 
challenging to catch up with the time duration while switching 
from the wake-up phase to the altering load states [14]. This is 
due to the limited time duration of the listening mode. 

 

C. Timing Relationships in S-MAC 

The scheduling is done by sending the SYNC packet, which 
is a small packet that contains sender information such as its 
address and its next sleep time. When the sender starts 
transmitting the SYNC packet, its next sleep time is related 
to that moment. After the reception of the SYNC packet, the 
receiver gets the time from it and subtracts this time from the 
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transmission time of the packet [13]. For the nodes which are to 
receive both the data and SYNC packet, the listening interval 
time is divided into two parts where the SYNC packet gets the 
first part, and the data packet gets the second part of the time 
interval, as Fig. 2 shows. There is a contention window for each 
part which has time slots for the sender to do virtual carrier 
sensing before transmitting. If the SYNC packet [14] is going 
to be transmitted, the sender has to do carrier sensing when the 
receiver begins listening. 

 

 
Fig. 2.  Timing Relationship in S-MAC 

 

1) The first part of the figure shows that sender 1 has 
done the carrier sensing and after getting access to the 
To end, the carrier sensing it selects any random time 
slot. If there is no transmission detected by the node at 
the end of the time slot that it got randomly, then it 
gets the contention window for the transmission of the 
SYNC packet and transmits the SYNC packet. 
Similarly, when the data packet is sending, the same 
procedure is adopted by the nodes. Fig. 2 shows three 
different scenarios in which there is communication 
between the sender and the receiver. 
the channel, only the SYNC packet is sent for syn- 
chronization with the node. 

2) In the second part of the figure, sender 2 has done the 
carrier sensing, sending the RTS packet and then the 
data packet if it received the CTS packet. It shows the 
transmission of a unicast packet. 

3) The third part of the figure shows that sender 3 has 
done the carrier sensing and then sent the SYNC 
packet. After that, it again did the carrier sensing and 
sent the RTS packet. If it got the CTS packet, it would 
transmit the data packet. It shows the sending of both 
the SYNC and data packet. 

 

III. RELATED WORK 

While talking about networks, with the recent advances in 
technology world Wireless Sensor Network (WSN) became one 
of the most capable network solution to most of the 
communication problems [29] that might be encountered in the 
field of Health, Military and Agriculture etc. It’s obvious that 
there are two sides of a picture, along with this positive and 
promising side of WSN there is a weak and vulnerable side too. 
Because in WSN the involved sensor nodes are also vulnerable 
to some serious security attacks and the reasons vary from the 
gaps left in their deployments to some sensitive nodes that 
might be left unattended [30] because of being present in the 
areas where there is no one to properly check their security. 

Our article has also focused on some serious security attacks on 
WSN. Authors in [20] have also focused on one of the most 
occurring attacks on WSN i.e. DoS Jamming attack. This attack 
works by sending a huge volume of illegitimate traffic to the 
node in order to jam the legitimate traffic and thus the network. 
The technique proposed in this article exponentially weighted 
moving average (EWMA) is used to detect abnor- mal changes 
in the intensity of jamming attack. While the authors in [21] 
have studied the protocols related to access control in WSN. 
Their work has focused on the authentication problem during 
accessing the networks. They have analyzed different access 
control protocols and also include discussion on replacement of 
expensive protocols with some affordable ones. The article [22] 
discusses about the Intrusion Detection System (IDS) proposed 
for WSN. They have done a survey on different IDS for WSN 
and also for Mobile Ad-Hoc Networks (MANET). Lastly, they 
have proposed an IDS scheme for WSN after comparing the 
existing schemes along with their weaknesses. An Intrusion 
Detection System has been proposed in [23] for the detection of 
sinkhole attack in WSN. The article included the attack 
implementation to check their proposed IDS followed by the in 
depth study of Sinkhole attack. Another work done on a 
commonly occurring Worm attacks in WSN in 

[24] focusing specifically on prevention of the sensor worms 
from propagating in the entire network. They have proposed an 
algorithm for assigning the relevant version of software to each 
sensor node in the sensor network to restrain the worm 
propagation. Researchers in [25] have done an analysis of a 
number of different security issues related to data integrity, data 
availability and data confidentiality. They have analyzed 
different security attacks on WSN i.e. a number of different 
Passive attacks, Denial of Service attacks, physical attacks, 
false node attack, etc. 
By going through the related work it became pretty obvious that 
our work is different from other works. The work dis- cussed 
above have either proposed an IDS scheme for a single security 
attack on WSN or they have just done a survey. in a way that 
we have not only focused on multiple attacks. But we have 
focused not only on multiple attacks with their in-depth study 
but also presented and IDS for detection of multiple WSN 
security attacks. 

 

IV. ATTACKS ON S-MAC 

There are several kinds of common network attacks on 
S-MAC such as a Collision Attack, Unfairness Attack, Ex- 
haustion Attack, Sinkhole Attack and Wormhole Attack [15]. 
We have briefly discussed all of the attacks with their detec- 
tion methods and detection mechanisms. Below are the brief 
descriptions of network attacks on S-MAC: 

• Collision Attack 

• Unfairness Attack 

• Exhaustion Attack 

• Sinkhole Attack 

• Wormhole Attack 

A. Collision Attack 

This attack occurs when legitimate nodes tend to com- 
municate with each other, and the rival nodes start sending 
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data packets in these overlapping periods in order to hinder 
legitimate communication. In this way, the packet sent by the 
legitimate node gets lost, and the node has no other choice 
but to wait to find or acquire another medium for transmitting 
the RTS/ CTS packet. In order for a node to retransmit, it spends 
its energy over and over again for the very same packet, and this 
consumption eventually results in the reduction of energy. 
Normally, one byte is enough for making a CRC error in 
addition to disabling the data packet [16]. 

Advantages 

• Power is consumed periodically in each data packet 
and is difficult to detect. 

• This attack also culminates the ACK packet which 
results in exp. backoff message and wastes the battery. 

• It can be launched anywhere in the entire network, 
and the attacker does not have extra capabilities. 

• It weakens data integration in the MAC layer. 

Detection Method 

• Misbehaviour detection techniques 

Defensive Mechanism 

• All countermeasures of congestion attacks 

B. Unfairness Attack 

In S-MAC procedures, control is entirely employed by each 
node. All nodes transmit RTS packets so that they can request 
to attain the medium in which a CTS packet is sent back to the 
demanded, desired node. The medium is competed for in a 
particular node in each time vacancy. The first node tends to 
attain the medium, but the illicit nodes also get the benefit of 
this method and transmit the data packet with a low waiting time 
duration. It repeatedly transmits such packets to attain the 
medium and, hence, causes a hindrance for the legitimate nodes 
to have maximum access to the medium [16]. 

Attack effects 

• Decrease in the services of effective networks. 

• Nodes are desperate to have access to the medium. 

• Limited access of nodes to the medium and can 
paralyze the usual communication within the medium. 

Detection Methods 

• Misbehaviour detection techniques 

Defensive Mechanism 

• Employment of smaller frames 

 

C. Exhaustion Attack 

The legitimate and rival nodes are installed in WSN in 
an open milieu. S-MAC procedures deal with the CTS/RTS 
method and are known for their capacity of transmission. 
Therefore, while attaining the medium, a node should transmit 
an RTS data packet and, in return, the receiver should send 
a CTS data packet [17]. The rival nodes [18] usually take 

advantage of this method, and the demanded node constantly 
transmits CTS data packets, as a result of which the network 
gets weakened or gets overloaded with the amalgamation of 
both legitimate and illegitimate nodes, further resulting in an 
exhaustion attack. 

 

D. Sinkhole Attack 

In such attacks, the rival nodes (or the compromised nodes) 
exhibit their attractiveness to the nodes to illustrate all of their 
traffic data from their constituency. Therefore, all the data 
packets’ transfer is intended for the base station which in turn 
is drawn by the rival nodes. In order to have full autonomy over 
the data transfer [28], the compromised node aims for its 
adjacent nodes. The sinkhole attack [10] is started by the rival 
nodes from the adjacent nodes that are very close to the base 
station. 

 

E. Wormhole Attack 

In a wormhole attack, a link is developed by the illegiti- 
mate/ compromised node between two specified points in the 
network and this link is known as the wormhole link. This kind 
of directness of the wormhole link can only be made with the 
help of wireless transmission, optical fibre or wireline. The 
moment this type of direct connection (wormhole link) 
[5] is developed, the communication is captured by the rival 
nodes, and they channel the nodes from the origin to the other 
endpoint, known as the destination point. 

Attack Effects 

• False routing information. 

• Alteration in the network topology. 

• Packets alteration by wormhole nodes. 

• Alteration in the normal flow of messages [28]. 

 

V. METHODOLOGY 

In this section, we are going to discuss the analysis 
of Collision and Exhaustion attacks on the Wireless Sensor 
Nodes. For that, we have used a simulation model to implement 
a secure MAC in MATLAB. For the simulation model, we have 
used the following vital parameters. 

 

A. Simulation Model 

Table I shows the parameters used for the simulation model 
along with their values: 

TABLE I. YEAR WISE TREATMENT FREQUENCIES 
 

Parameters Values 

Sensing Area Dimensions (X * Y sq. m) 50 m x 50 m 

Legal nodes 14 

Intruder nodes 5 

Sink node 1 

Dimension of sink node (X * Y sq. m) 25 x 25m. 

Transmission Energy 50µJ 

Received Energy 30µJ 

Idle Energy Consumed 5µJ 

Data Rates 250kbits/s 
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B. WSN Deployment 

Fig. 3 below shows the wireless sensor nodes’ network 
deployment. There are 20 nodes in which 14 nodes are the 
transmitting nodes, and one is the sink node. The five (5) nodes 
are acting as intruders. We have deployed these nodes in the 
x and y plane. All the nodes are going to transmit the data 
to the sink node which is located in the x and y plane at the 
location of (25, 25) in meters. Different locations are given to 
the nodes. The nodes are deployed randomly. 

 

 
Fig. 3.  Nodes deployed in our wireless network 

 

 

C. Key Features of our Defensive Mechanism 

Efficient Network Energy Utilization - Our exhaustion 

1 
y(x) = (1) 

1 + exp [−A × (x − C)] 

In Equation 1, A is the slope parameter. If the value of A 
is bigger, the slope is steeper, and C is the centre of the curve. 
From this equation, we can calculate the probabilities of the 
above-discussed intruder. 

We generated the random values for collision, data packets’ 
successful transmission and the RTS data packet arrival ratio 
(RRTS). We put the values of all these intruders in the above 
equation and found out the probability for each of them. The 
following are the results we achieved after putting random 
values in the above formula: 

1) By inputting the values of the collision ratio in the soft 
function, we get the probability of collision, which is 
called PC. 

2) By inputting the values of data packets’ successful 
transmission ratio, we get the probability of the total, 
which is called PT. 

3) By inputting the values of RTS data packets’ arrival 
ratio, we get the probability of exhaustion, which is 
called Pe. 

The shape of the curve can be adjusted by changing the A 
and C parameters. We can find the next values of A(k) and 
C(k) from the equations below: 

attack on the MAC layer node repeatedly sends RTS and 
CTS packets, due to which energy is consumed each time by 
sending these control packets again and again. Our defensive 

∂J 
A (k + 1) = A (k) + α × 

∂A 
(2) 

mechanism detects collision attacks which detect intruder 
nodes, and thus we can save network energy in this way. 

Network Quality - S-MAC collision attacks are contin- 
uously being introduced in a WSN environment which loses 

Where A(k) is the initial condition value; α is a value 
between 0 and 1. 

∂J is given us: 
∂J 

= 2 (yd − y) A (k) /
 

1 + expA(k)∗(x−C(k))
 2 

(3) 

the data packets and hence decreases the successful data packet 
transmission rate, which in turn affects network quality. Our 
defensive mechanism detects collision attacks efficiently. De- 
creasing the collision ratio in each node can improve network 
quality. 

∂A 

Where the actual value is y and the desired value is yd. 

 
dJ 

 
D. Intrusion Detection Mechanism 

C (k + 1) = C (k) + α × 
dC 

(4) 

We chose the following statistics as intrusion indicators in 
the intrusion detection part: 

Collision Ratio (Rc) - It is defined as the detection of the 

Where C(k) is the initial condition value; α is a constant 
value between 0 and 1. 

collision time for a node per second. 

Probability of data packets’ successful Transmission 
(PST) - A successful transmission can be defined as the 

dJ 
= 2 (yd − y) 

dC 

−A (k) exp (−A (k) × [x − C (k)]) 
(5)

 

(1 + exp(−A(k) × [x − C (k)]))2 

sending and receiving of a packet by a node correctly. The 
probability of data packets’ successful transmission is the ratio 
between the successful transmissions to the total number of data 
packets transmitted. 

RTS packet arrival ratio (RRTS) – Defined as the number 
of RTS packets successfully received by a node per second. We 
collected the values of all indicators and estimated the intrusion 
probability. According to these values, we can conclude whether
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result is compared with the threshold. If the sum is greater than 
the threshold, then the attack is found. Otherwise, there was no 
attack. We set the threshold higher than the probability of 
success for our results. 

 

 
Fig. 4.  Criteria for detection of Exhaustion Attack 

 

 

Criteria for detection of Collision Attack:: Fig. 5 shows the 
criteria for the detection of a collision. In this figure, it is 
clear that when we got the probability of success from the soft 
function, then it is scaled by phi (φ). Similarly, we got the 
probability of collision from the soft function by inputting the 
values of the collision ratio, then scaled by theta (θ). The 
probability of success is summed individually with the 
probability of collision. As the above process shows, the prob- 
ability of success is added to the probability of collision and 
then compared with the threshold, thus attaining a result. The 
threshold is set, and then this summation result is compared 
with the threshold. If the sum is greater than the threshold, then 
there was an attack. Otherwise, no attack occurred. We set the 
threshold higher than the probability of success for our results. 

 

 
Fig. 5.  Criteria for detection of Exhaustion Attack 

 

 

VI. EXPERIMENT RESULTS AND ANALYSIS 

A. When No Collision Attacks were Found 

Fig. 6 shows the graph as it appears when the values of 
E and F are changing. The next values of E(N) and F(N) are 
defined above. The graphs are: 

• The square graph (green) is the graph of the probabil- 
ity of collision. 

• The circle (blue) graph shows the probability of suc- 
cess. 

• The dashed graph shows the threshold. 

• The (red) solid line graph shows the sum of probability 
of success after multiplying with phi (φ) and the 
probability of collision after multiplying with theta (θ). 

 

 
Fig. 6.  No Collisions Found 

 

B. When Collisions are Found 

In Fig. 7, the (sum) solid line graph is greater than that of 
the threshold dashed graph, which means there is an intruder in 
the network. 

 

C. Comparison of Delay to show Collision Attack 

Fig. 8 shows the behaviour of nodal PS+PE transmission 
when there is no intruder and when there is an intruder. The 
delay of nodes is not high when there is no intruder. As the solid 
graph (blue) shows, it is clear that the delay of nodes 
transmitting without an intruder in the network is less than that 
of the delay when there is an intruder in the network. The 
solid (blue) graph describes the delay of nodes when there is 
no intruder in the network. When there is an intruder in the 
network, then the delay rises abruptly and increasing 

 

 
Fig. 7.  Collisions Found 
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as compared to that of delays of nodes when no intruder is 
present. This unexpected increase in the delay shows that a 
collision occurred while transmitting the data. Therefore, the 
delay increased because of the retransmission of the packet. The 
(green) dashed graph shows the delay when there is an intruder 
in the network. This abrupt change in the graph is indicative of 
an intruder. When collisions occur, the node will retransmit the 
packet, and in this way, the delay is increased. 

 

 
Fig. 8.  Behaviour of nodes 

 

 

D. When no Exhaustion Attacks are found 

Fig. 9 shows a comparison of the probability of success with 
the probability of exhaustion. This graph is also a multigraph in 
which: 

• The square graph (green) shows the probability of 
exhaustion. 

• The circle graph (blue) shows the probability of suc- 
cess. 

• The dashed graph shows the threshold. 

• The solid (red) one is the sum graph of the probability 
of success and probability of exhaustion. 

We completed a comparison of the sum graph with the 
threshold graph. If the sum graph is greater than that of the 
dashed graph (threshold), then it means there is an intruder in 
the network. So, here there is no intruder. 

 

Fig. 9.  No Exhaustion Attacks Found 

E. When Exhaustion Attacks are found 

Fig. 10 clearly shows that there is an intruder since the sum 
solid line graph (red) is greater than that of the dashed graph 
which represents the threshold. 

 

 
Fig. 10.  Exhaustion Attack Found 

 

F. When Exhaustion Attack is Detected 

Fig. 11 clearly shows that the exhaustion attack is detected. 

 

 
Fig. 11.  Exhaustion Attack Detected 

 

G. Exhaustion Attack 

The graph in Fig. 12 shows the behavior of sensory nodes 
before and after detection of an exhaustion attack. 

• The circle graph (blue) shows the exhaustion attack 
(repeated RTS packet arrival) and the waste of energy 
in (response of CTS) the presence of the intruder. 

• The square graph shows energy dissipation after the 
detection of the intruder. 

 

VII. DISCUSSION 

Our work has targeted the WSN which on one side is a 
promising communication network and provides the user a 
number of benefits like lower cost, lower power consumption, 
and easy deployment [26] and also supports a number of im- 
portant real-life applications. While on the other side, Security 
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Fig. 12.  Behaviour of Nodes 

 

 

is also becoming a concerning issue for the WSNs because 
mostly the networks’ nodes are deployed in some antagonistic 
area where the nodes have small memory, limited amount of 
energy [27] and this results in occurrence of a number of 
security attacks which sometimes jam the legitimate network 
traffic and can also leak sensitive information. 
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targeting the network layer resulting in disturbed com- 
munication in important real life environment like military, we 
chose to analyze the Intruder attacks like Unfairness attack, 
Exhaustion attack, Sinkhole attack and Wormhole attack on S-
MAC in a sensor network. We have presented an Intrusion 
detection system (IDS) to detect the attacks and an Intrusion 
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battlefields, health departments and also for other critical 
missions that need a cutting edge method for secure 
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